OFED 1.2-beta1 SRP Initiator and Target Performance Test Report

1. Test Summary

a. Using Oracle Orion IO performance test tool

i. On initiator, the OFED 1.1 SRP initiator has better IO performance than OFED 1.2 SRP initiator.
· OFED 1.1 initiator has maximum throughput 350MB/Sec on large sequential write and 410MB/Sec on large sequential read. 

· OFED 1.2 initiator has maximum throughput 159MB/Sec on large sequential write and 318MB/Sec on large sequential read.

ii. On target, the IBGD-1.8.3 SRP target has better IO performance on sequential write and OFED 1.2 SRP target has better IO performance on sequential read.
· IBGD-1.8.3 target has maximum throughput 181MB/Sec on large sequential write and 235MB/Sec on large sequential read.
· OFED 1.2 target has maximum throughput 159MB/S on large sequential write and 318MB/Sec on large sequential read.

b. Using in house test tool, mwb, testing on target, the IBGD-1.8.3 SRP target has better IO performance than OFED 1.2 SRP target.  
· An average of 327 MB/sec throughput was achieved by using synchronous write, direct IO on IBGD and 227 MB/sec on OFED.  
· When target array is almost full, the performance dropped by 0.6% on IBGD target and 2.2% on OFED target.
2. Test Configurations
a. Initiator: 
i. SLES 10 x86_64, Mellanox HCA-MT25208 (MT_0150000001), OFED 1.2-beta1.
ii. RH4U4 x86_64, Mellanox HCA-MT25208 (MT_0150000001), OFED 1.2-beta1.
b. Target: 
i. SLES 10 x86_64, Mellanox HCA-MT25208 (MT_00A0010001), SCST driver 0.96, SRP target driver, OFED 1.2-beta1, 8 74GB SATA hard drives, RAID5 (Areca 1220 controller), XFS filesystem.
ii. SLES 10 x86_64, Mellanox HCA-MT25208 (MT_00A0010001), SCST driver 0.96, SRP target driver, OFED 1.2-beta1, 8 74GB SATA hard drives, Pass Through (Areca 1220 controller).
3. Test Results

a. There were a total of 57 SRP system test cases including IO stress test, Ibnet and SRP target discovery, SRP connections, IB functionalities, IPoIB tests and IO performance tests.  
b. Issues found on OFED 1.2-beta1 initiator: 

i. Missing dnotify file under /usr/local/ofed/bin when running “start_srp_dnoity.sh” 
sfw1:/usr/local/ofed/sbin # ./start_srp_dnotify.sh

/usr/local/ofed/sbin/srp_dnotify: line 32: /usr/local/ofed/sbin/../bin/dnotify: No such file or directory

ii. Ib-bond: 

1) Missing ib-bond on RH4U4 x86_64 under /usr/local/ofed/bin.
2) Write Error on sles10 x86 and sles10 x86_64:
test6:/usr/local/ofed/bin # ./ib-bond --bond-ip 192.168.1.199/255.255.255.0 --slaves ib0,ib1 --miimon 100 -v

enslaving ib0

./ib-bond: line 66: echo: write error: Operation not permitted

enslaving ib1

./ib-bond: line 66: echo: write error: Operation not permitted

bonding is up: 192.168.1.199

bond0: 00:00:00:00:00:00 192.168.1.199/24

3) Not able to bring up multipath devices.  Need to provide documentation to setup the environment.
c. Issues on OFED 1.2 SRP target:

i. Initiator lost a connection to target HCA port1 after adding a connection to target HCA port2.
ii. OFED based SRP target is often to cause “ib_srp connection failed” on initiator.
4. Test Tools

a. Using in house test tool, mwb, to perform synchronous write on IBGD and OFED targets with RAID 5.
b. Using Oracle Orion (Oracle I/O Numbers Calibration Tool) to perform read and write on OFED 1.1 and 1.2 initiators; and IBGD and OFED targets with raw devices.

5. Performance Data
Figure1: 

· Using mwb to performe synchronous write, direct IO from SRP initiator to the SRP target with 32 writes and 32 MB chunk.  Target has 8 74MB, 10K rpm hard drives on RAID 5 under Areca 1220 controller.

· An average of 327 MB/sec throughput was achieved by using synchronous write, direct IO on IBGD and 227 MB/sec on OFED.  
· When target array is almost full, the performance dropped by 0.6% on IBGD target and 2.2% on OFED target.
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· Notes

· Ofed 1.1 - ofedsrpt: IOs run on ofed 1.1 initiator with ofed 1.2 target.

· Ofed 1.1 - ibgd183: IOs run on ofed 1.1 initiator with ibgd1.8.3-rc16 target.

· Ofed 1.2srpt: IOs run on ofed 1.2 target locally.

· Ibgd183srpt: IOs run on ibgd183-rc16 target locally
Figure-2: Using Oracle Orion to perform IO on 8 raw devices on target (8 hard drives at Pass Through mode under areca 1220 controller).  The following is the throughput comparison between OFED 1.1 and 1.2-beta1 SRP initiators with OFED 1.2 SRP target. 
Figure-2.a and 2.b: Large (1024KB) and small sequential reads (8KB)
· OFED 1.2 initiator (sles10) has maximum throughput 318MB/Sec on large sequential read.

· OFED 1.2 initiator (rh4u4) has maximum throughput 316MB/Sec on large sequential read.

· OFED 1.1 initiator (sles10) has maximum throughput 410MB/Sec on large sequential read.
· OFED 1.2 initiator (sles10) has maximum throughput 118MB/Sec on small sequential read.
· OFED 1.2 initiator (rh4u4) has maximum throughput 117MB/Sec on small sequential read. 
· OFED 1.1 initiator (sles10) has maximum throughput 744MB/Sec on small sequential read.
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· Notes:

· Sles10-ofed1.2B: IOs run on ofed 1.2 under sles10 initiator.

· Rh4u4-ofed1.2B: IOs run on ofed 1.2 under redhat 4 update4 initiator.

· Sles10-ofed1.1: IOs run on ofed 1.1 under sles10 initiator.
Figure-2.c and 2.d: Large (1024KB) and small sequential writes (8KB)
· OFED 1.2 initiator (sles10) has maximum throughput 159MB/Sec on large sequential write.

· OFED 1.2 initiator (rh4u4) has maximum throughput 159MB/Sec on large sequential write.

· OFED 1.1 initiator (sles10) has maximum throughput 350MB/Sec on large sequential write.

· OFED 1.2 initiator (sles10) has maximum throughput 879MB/Sec on small sequential write.
· OFED 1.2 initiator (rh4u4) has maximum throughput 885MB/Sec on small sequential write.

· OFED 1.1 initiator (sles10) has maximum throughput 860MB/Sec on small sequential write.
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Orion - Small Sequential Write
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· Notes:

· Sles10-ofed1.2B: IOs run on initiator with target ofed 1.2 under sles10 initiator.

· Rh4u4-ofed1.2B: IOs run on ofed 1.2 under redhat 4 update4 initiator.

· Sles10-ofed1.1: IOs run on ofed 1.1 under sles10 initiator.

Figure-3: Orion – Performed IO on 8 raw devices on target (8 hard drives at Pass Through mode under areca 1220 controller).  The following is the throughput comparison between OFED 1.2-beta1 and IBGD-1.8.3-rc16 SRP targets with OFED 1.2-beta1 SRP initiator under Sles10. 

Figure-3.a and 3.b: Large (1024KB) and small sequential reads (8KB)
· OFED 1.2 target (slel10) has maximum throughput 318MB/Sec on large sequential read.
· IBGD-1.8.3 target (rh4u3) has maximum throughput 235MB/Sec on large sequential read.
· OFED 1.2 target (slel10) has maximum throughput 118MB/Sec on small sequential read.
· IBGD-1.8.3 target (rh4u3) has maximum throughput 118MB/Sec on small sequential read.
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· Notes:

· Ofed1.2-target: IOs run on initiator with ofed 1.2 target.

· Ibgd183-target: IOs run on initiator with ibgd-1.8.3 target.

Figure-3.c and 2.d: Large (1024KB) and small sequential writes (8KB)
· OFED 1.2 target (slel10) has maximum throughput 159MB/Sec on large sequential write. 
· IBGD-1.8.3 target (rh4u3) has maximum throughput 181MB/Sec on large sequential write.

· OFED 1.2 target (slel10) has maximum throughput 879 MB/Sec on small sequential write. 
· IBGD-1.8.3 target (rh4u3) has maximum throughput 880 MB/Sec on small sequential write.
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Orion - Small Sequential Write
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· Notes:

· Ofed1.2-target: IOs run on initiator with ofed 1.2 target.

· Ibgd183-target: IOs run on initiator with ibgd-1.8.3 target.
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