Survey to Determine Exhibitor’s Interest in Infiniband Drops at SC|05.

SC|05 Executive and SCinet Committees would like to know if the Exhibitor’s in Seattle would utilize the option of requesting Infiniband (IB) drops from SCinet.

The OpenIB Alliance (www.openib.org) has volunteered that its members would work with SCinet to provision an IB infrastructure for shared use on the exhibit floor and externally to sites that can arrange fiber access.
The exhibitor would be responsible for the copper to fiber converter on the IB 4X switch or server port in the exhibitor’s booth. We are trying to do a deal with the supplier and get a price of about $2500 for these.

Current thinking is that an IB drop would consist of a multi-mode 12 fiber ribbon cable terminated with a MTP female connector just as any other SCinet connection you may have. 300 meters is the distance IB will run over this fiber ribbon cable, so you will probably be able to reach any booth in the same hall you are in directly through one switch. We will trunk the north and south halls together with a switch to switch connection so you will be able to reach any other exhibitor at 10 Gbps.


Also one or more 10 Gbps connection may be provisioned through wide area gateways to the national geographic fiber infrastructure. Here is a conceptual diagram:

[image: image1]
Right now we are in early planning stages, please insert your answers to the following questions in the immediately after the question and send this attachment back to bboas@llnl.gov
1. Are you  interested connecting to a IB network at $1,500 per 4X fiber drop to your booth, you pay for the parts on your booth? If, your answer is “ No”, no need to answer any more questions. If “Yes”, please answer the rest of the questions. 

2. Is this design/topology approach is useful, if not please propose an alternative and redraw the picture on the previous page? 
3. 
4. Do you want IB access to StorCloud?
5. Do you want IB access off the show floor, if so to where?        What bandwidth?
6. Do you want to build a cluster with an adjoining booth or booths? How many 4X links? Which booths?
7. 
8. Please supply a technical point of contact. Would one of your people like to join the team making the IB infrastructure happen?
9. What applications/protocols would you run and with whom would you collaborate on demos?.

10. Would you like to have a challenge or some other contest arranged around IB?
11. Will you agree to run the OpenIB software stack in this infrastructure, provided its working?
12. Will you participate in a pre-conference staging process about 2 weeks before to make sure the IB components work together, etc?

13. Any comments or suggestions?
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