Keynote and General Sessions in Room 2002 
Leaders: Bill Boas, bboas@llnl.gov, Asaf Somekh, asaf@voltaire.com, Ross.Schibler@cisco.com
7.50AM – Workshop Goals, Agenda Review, Invitation to OpenIB Membership
Speakers: Bill Boas, Ted Rado 

Morning Keynotes

8.00AM – Keynote: Customer Strategies for Datacenter Fabrics

Speaker: Tom Bradicich – IBM

Abstract: To stay competitive, IT managers and executives continue to study key emerging technology trends which will affect data center networking in the next few years. Dr. Bradicich will provide an overview of select technology trends and a discussion of the enablers and challenges facing both suppliers and users.
9.00AM – Keynote: Key Attributes of Datacenter Fabrics

Speaker: Andy Bechtolsheim – Sun Microsystems 

Abstract: This talk will discuss the importance of OpenIB for the emerging industry standard open cluster computing architecture and the differences between Infiniband and Ethernet fabrics for clusters.

9.30AM - Keynote: Enterprise Infiniband

Speaker: Ty Panagoplos, Peter Krey – JPMorganChase 

Abstract: Our view of "Enterprise InfiniBand" starting with a brief overview of JPMC, a summary of where we are to date with IB and discussion of where the IB industry needs to go to be ubiquitous in the enterprise.

10.00AM – Keynote: RDMA Networking in the Data Center

Speaker: David Cohen – Merrill Lynch 

Abstract: We will discuss our evaluation of the potential benefits to be gained by introducing RDMA-based networking into our Data Center. This evaluation looks at how the technology supports our business sponsors' objectives as well as the cost of and barriers to adoption.
Afternoon Keynotes

4.15PM – Keynote: Service Oriented Strategies with InfiniBand 

Speaker: Robert Keahey, EDS 
Abstract: InfiniBand is supported in EDS’ Virtual Services Suite (VSS).The VSS service offering enables a wide variety of commercially available, grid, and high performance applications to utilize a common low cost commodity computing platform which dramatically improves the performance of certain compute and I/O intensive applications such as Oracle 9i RAC and Oracle 10G.

4.45PM – Keynote: Virtualization in Data Centers

Speaker: Moshe Bar - XenSource 

Abstract: Server virtualization is a basic need of modern data centers. Giving customers the ability to efficiently, reliably, and securely connect to storage and servers is important. Xen offers various methods to configure access to storage and other servers.
5.15PM- Keynote: Digital Media Production Challenges

Speaker: Greg Brandeau – Pixar

Abstract: We will describe the extreme technical challenges exerted on computing, storage and networking resources of animation studios in the several stages of production including rendering, frame composition (sets, color, characters, movement), making the film and in post-production editing.
5.45PM - Executive Panel: Q and A
Moderators: Mark Seager – Lawrence Livermore, Ty Panagoplos – JPMorganChase 
Members: Tom Bradicich, Andy Bechtolsheim, Jim Pinkerton, Jim Pappas, Krish Ramakrishnan, Ronnie Kenneth, Eyal Waldman, Russ Hawkins, Scott Metcalf

Developer Sessions in Room 2002 - 30 minutes each
Linux IB and RDMA starting after the morning break which is from 10.00-10.15AM
Leaders: Sujal Das, sujal@mellanox.com, Todd Matters, tmatters@silverstorm.com

10.15AM - L1 - Driver, Access Layer and Userspace Verbs 

Speakers: Hal Rosenstock – Voltaire, Roland Dreier – Cisco, Sean Hefty - Intel 
Abstract: This session provides a status update of the core kernel modules and discusses major additions to userspace verbs. 

10.45AM - L2 –iWARP Integration Issues Update

Speaker: Clem Cole - Ammasso
Abstract: This session will open up the discussion about running iWARP based RNICs inside of an OpenIB framework. The goals are to report on who, what and why we are doing this; give some background behind it; explain what has been done and where we are heading; continue the dialogue to ensure we get to where the community wants to be; and solicit feedback on direction and suggestions for requirements
11.15AM - L3 – kDAPL, uDAPL

Speakers: James Lentini - Network Appliance, Arlin Davis - Intel
Abstract: This presentation provides the status and progress of uDAPL and kDAPL in OpenIB and the DAT Collaborative. It also outlines the active uDAPL and kDAPL issues which are being addressed by OpenIB. 

11.45AM - L4 - SDP 

Speaker: Dror Goldenberg - Mellanox
Abstract: Sockets Direct Protocol (SDP) enables existing applications to transparently utilize the InfiniBand transport offload and zero copy capabilities. The session explains the stack architecture along with discussion of current status and future plans.

12.15-1.00PM – Lunch in Room 2005
1.00PM - L5 – MPI – OSU

Speakers: D.K.Panda – OSU, Gil Boch – Mellanox
Abstract: The latest status and future plans of MVAPICH and MVAPICH2 projects including performance numbers on the new OpenIB stack will be presented. The presentation will also include some new designs and enhancements being worked out for MVAPICH to address scalability and memory resource usage for large clusters.

1.30PM - L6 – SRP Initiator and Boot over IB

Speaker: Roland Dreier - Cisco 
Abstract: SCSI RDMA Protocol (SRP) is an INCITS T10 standard for storage over InfiniBand. This session will cover the current state of the OpenIB SRP initiator, and describe how it can be used to boot diskless servers from IB block storage. We will also survey the diverse SRP targets that are available.

2.15PM - L7 – iSER 

Speaker: Yaron Haviv - Voltaire
Abstract: The session will describe the iSER transport module and its relations with iSCSI and IB/RDMA and the mapping from SCSI/iSER to FC and to iSCSI/TCP. The session will review its integration with OpenIB.
2.45PM - L8 – Open MPI

Speaker: Tim Woodall – LANL
Abstract: This session provides an overview of the OpenMPI point-to-point architecture and implementation. Performance results over the new OpenIB verbs will be presented and implementation tradeoffs discussed.

3.00 - 3.15PM – Afternoon Break

3.15PM – L9 – Testing and Release of OpenIB Software Stack

Speakers: Amit Krig, Sujal Das – Mellanox, Hal Rosenstock – Voltaire
Abstract: We will discuss the plans for the initial release of OpenIB 1.0, its verification and testing using an open set of test tools, procedures and problem reporting based around the OpenIB repository and web site.

3.45PM - L10 – Distributions of Linux OpenIB Release 1.0
Speaker: Doug Ledford - RedHat, Q & A by Clyde Griffin, Ross Maxfield - Novell
Abstract: They will RedHat and SUSE plans for OpenIB Support in current and future releases/distributions.


Developer Sessions in Room 2003 - 30 minutes each.
Windows IB and RDMA starting after the morning break which is from 10.00-10.15AM
Leaders: Fabian Tillier – SilverStorm, Gilad Shainer - Mellanox

10.15AM - W1 – Market Overview (15 mins earlier than posted signs)
Speaker: Gilad Shainer – Mellanox
Abstract: This describes Windows development for OpenIB to provide a market solution that for today’s requirements for all market segments including an overview of the current architecture and new components.


10.45AM - W2– Core SW, Part 1

Speaker: Fabian Tillier – SilverStorm
Abstract: This describes the OpenIB Windows project, the SVN repository structure, and introduces the architectural implementation starting with kernel-mode components. The core is made up of the access layer, bus and HCA drivers, IPoIB and the access layer including CM, SA query, MAD services, etc. needed for OpenIB. 
11.15AM - W3– Core SW, Part 2

Speaker: Fabian Tillier – SilverStorm
Abstract:  Following Part 1 this describes the user-mode components of the core, support for 32-bit applications on 64-bit operating systems and structural changes planned for kernel- and user-mode components of the core.

11.45AM - W4– IPoIB & SRP

Speaker: Fabian Tillier – SilverStorm
Abstract: This describes the architecture of the IPoIB and SCSI RDMA Protocol miniport drivers for Windows, and plans for new features, including leveraging the architectural changes discussed in “W2- Core SW, Part 2”.
12.15-1.00PM – Lunch in Room 2005 (15 mins earlier than posted signs)
1.00PM - W5– WinSock Direct (WSD)
Speaker: Fabian Tillier – SilverStorm
Abstract: This session describes the Winsock Direct Provider for Windows Server platforms.

1.30PM - W6– MPICH2

Speakers: Gil Boch – Mellanox
Abstract: This session describes the MPI and the differences between MPI1 and MPI2. Current major design considerations will be described along with their resolution.

2.00PM - W7- SDP

Speaker: Dror Goldenberg – Mellanox
Abstract: Sockets Direct Protocol (SDP) enables existing implementations to transparently utilize the InfiniBand transport offload and zero copy capabilities. The session describes the work in progress to add SDP to the OpenIB Windows stack describing the components and differences between Windows & Linux SDP. 

2.30PM - W8– OpenIB Windows, a Microsoft Perspective

Speaker: Eric Lantz – Microsoft
Abstract: The Windows High Performance Computing team are creating a compute cluster version of Windows Server. We will briefly discuss the HPC market from Microsoft's point of view and then look at Microsoft's upcoming compute cluster solution in some detail including Infiniband as an interconnect.
3.00-3.15PM – Afternoon Break (15 mins earlier than posted signs)
3.15PM – W9– iSER 

Speaker: Yaron Haviv – Voltaire
Abstract: The session will describe the iSER transport module and its relations with iSCSI and IB/RDMA and the mapping from SCSI/iSER to FC and to iSCSI/TCP. The session will review its integration with Windows.
End of Windows Sessions
3.45PM – General Discussion G1 – Cluster and Grid “War Stories” 

Dror Goldenburg – Mellanox, Yaron Haviv – Voltaire, Peter Krey – JPMorganChase, Mark Seager - LLNL
Abstract: The discussion highlights issues that the OpenIB stacks need to address from production experience.
Application and Industry Development Track in Room 2004 – 30 minutes each.
Leaders: Brent Gorda – LLNL, Asaf Somekh - Voltaire

10:15 – A1 – DB2 on OpenIB and RDMA Fabrics (15 mins earlier than posted signs)
Speaker: Boris Bialek - IBM 
Abstract: This describes the first ever 64 node industry standard benchmarks, the introduction of Virtual Iron's VFe to the "Ready for DB2 for Linux" program and the introduction of IBM DB2 ICE V2. Also this gives a state of the union of the various IB solutions with the IBM software stack and directions for future solutions.
10.45AM - A2 - Reliable Datagram Sockets (RDS) over IB

Speakers: Richard Frank, Ranjit Pandit - Oracle 
Abstract: This talk describes how Oracle uses RDS and offers performance data for the current implementation. 

11.15AM – A3 – Storage and File Systems on RDMA Fabrics

Speakers: Randy Kreiser – DataDirect Networks, Thad Omura - Mellanox 
Abstract: Infiniband’s use in storage fabrics offers the potential to reduce the variety of fabrics in the data center and to improve the block level transfers with zero-copy and RDMA. This session describes some optional approaches to RDMA within storage architectures.
11.45AM – A4 – NFS RDMA Client and Server 

Speakers: Charles Antonelli  - CITI, Arkady Kanevsky – Network Appliance,  Boris Shpolyansky - Mellanox  
Abstract: Adding RDMA transport as an alternative to the traditional sockets based UDP implementation offers higher performance and lower CPU utilization by fitting into the existing NFS/RPC Linux stack.
12.15-1.00PM – Lunch in Room 2005 (15 mins earlier than posted signs)
1.00PM - A5 –RDMA over Ethernet Adapter Options 

Speakers: Rick Moule – NetEffect, Debbie Vogt – Broadcom/Siliquent
Abstract: New communication products based upon Gigabit and 10 Gigabit Ethernet with RDMA will offer server and storage solutions in data centers customers with superior performance and complete compatibility with their existing Ethernets including network management allowing incremental upgrades and lower TCO.
1.30PM - A6 – InfiniBand Gateways to other Fabrics
Speakers: Ross Schibler - Cisco, Duane McCrory - SilverStorm, Yaron Haviv - Voltaire 
Abstract: Several InfiniBand gateways offer powerful multi-protocol capability providing seamless connectivity between server clusters, Fiber Channel SANs, NAS appliances, IP SANs and TCP/IP networks (LANs).
2.00PM - A7 – Extended Range IB

Speakers: David Southwell – Obsidian, Bryan Gregory - Emcore 
Abstract: The use of MPO fiber interfaces extends link distances to 200m at SDR and 150m at DDR. In addition SDR encapsulation over OC-192c POS  and 10 GbE spans up to 3500km at full line rates and a variant for campus areas supports up to 10km over dark single-mode fibers.
2.30PM – A8 – InfiniBand Adapter Options

Speaker: Johann George – PathScale, Ted Rado - Mellanox 
Abstract: Options for HCAs have increased - some use PCI-E and X, some HyperTransport, some leverage system memory, some are on the motherboard, some are single and dual-port, some are low latency or ultra low latency.  Guidelines for optimal choice of adapters for applications and the impact Release 1.0 are described.
3.00-3.15 – Afternoon Break (15 mins earlier than posted signs)
3.15PM – A9 – HPC and Grid Scalable Units 

Speaker: Mark Seager – LLNL 
Abstract: The availability of Infiniband switches in port counts of 24, 96, 144, and 288 offer the opportunity to scale clusters both single level and multi-level fat tree interconnects. Cluster Scalable unit architectures can be defined around these switches by the balance between compute, memory, interconnect and storage bandwidths and memory and storage capacities per application requirements.
3.45PM - A10 – InfiniBand Market Trends 

Speaker: Addison Snell, Jean Bozman, IDC
Abstract: We will discuss the evolution of the cluster market in high-performance computing, including increasing usage of clusters and the emergence of InfiniBand. We will then examine current market trends, such as grid computing and RDMA that will influence ongoing usage.
