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VMA Optimizations guide
VMA Overview
The Voltaire® Messaging Accelerator (VMA) Library is a multicast-offload, dynamically linked user space Linux library for transparently enhancing the performance of multicast networking-heavy applications over the InfiniBand network. Designed for multicast consumer applications and multicast producer applications equally, VMA enhances application performance by orders of magnitude without requiring any modification to the application code. 

The VMA library accelerates UDP multicast socket applications by offloading their traffic to InfiniBand directly from user-space to the network interface card (HCA), without going through the kernel and IP stack. VMA increases multicast overall packet rate, reduces latency, and improves CPU utilization. 

Introduction

The purpose of this guide is to help you optimize the performance with VMA,
It has been found that appropriate machine adjustments may improve the latency and throughput performance,
The Idea is to control the machine resources by settings CPU affinity and assign prioritization,

Main purposes
· Isolate the CPU utilization by using CPU affinity

· Boot with run level 3

· Set the “ulimit” parameter
· Stop the “IRQ balancer” service, aim to control the cpu interrupts
· Direct the interrupts to specific cores

· Assign high priority to the VMA application
· Stop any unnecessary process
· Best Practices
In practices
Boot with run level 3:

Aim to boot  only with relevant process 

(For instance, run level 3 doesn’t boot any GUI related processed)
Set the run level value at the file: /etc/inittab
Verify ID to level, = 3 as follows:

1. #vi  /etc/inittab

# Default runlevel. The runlevels used by RHS are:

#   0 - halt (Do NOT set initdefault to this)

#   1 - Single user mode

#   2 - Multiuser, without NFS (The same as 3, if you do not have 
        networking)

#   3 - Full multiuser mode

#   4 - unused

#   5 - X11

#   6 - reboot (Do NOT set initdefault to this)

#

id:3:initdefault:

How to Stop IRQ balancer (Two options):
Non persistent-

# service irq_balance stop  

Persistent-

#chkconfig --list |grep -i irq

#irqbalance      0:off   1:off   2:on    3:on    4:on    5:on    6:off

#chkconfig --level 3 irqbalance off
Set the “ulimit” parameter:

Linux itself has a Max Processes per user limit. This feature allows us to control the number of processes an existing user on the server may be authorized to have. To improve performance, we can safely set the limit of processes for the super-user root to be unlimited.
 Edit the “.bashrc” file: 

# vi /root/.bashrc and add the following line:

#ulimit -l unlimited

You may also type “#ulimit -l unlimited”
at the command prompt instead of adding it to the /root/.bashrc file.
Stop any unnecessary process:

Stop any unnecessary process, the list of the process is individual and might be different due to system requirement , However  here is example for common processes which consuming resources and might be unnecessary, 
    #/etc/init.d/atd stop

  #/etc/init.d/crond stop

  #/etc/init.d/gpm stop

  #/etc/init.d/irqbalance stop

  #/etc/init.d/nscd stop

  #/etc/init.d/sendmail stop

  #/etc/init.d/snmpd stop

  #/etc/init.d/snmptrapd stop

  #/etc/init.d/xfs stop

Direct the interrupts to specific cores:
Direct all interrupts to one or two cores by setting “smp_affinity” to specific cores,
Note-
The value is a mask value and not the CPU number, for instance at the following example, the value “3” is mean to CPU-0, CPU-1,  (the first and the second cpu’s)

Example-
# for f in /proc/irq/*/smp_affinity ; do echo 3 > $f ; done

Verify-
# for f in /proc/irq/*/smp_affinity ; do echo $f $(cat $f); done

Isolate the CPU utilization by using CPU affinity:

CPU affinity should be set to assign specific CPUs to the VMA application,

The idea is to use the separated CPU’s from those which assigned to the IRQ,

In order to active the CPU affinity you should use the “taskset”
Note-  
The CPU value is the real CPU number (Not mask)

#  taskset -c 4 ./App-name (the "4" is the cpu number)
VMA and taskset:

At the following example the first, the second and third CPU’s assigned to the application

#LD_PRELOAD=libibmce.so taskset -c 0,1,2 nice --15 “App-Name”
How to Assign high priority to the VMA application:

Tools which may control application prioritization,

First,
For a real-time linux kernel, you may use the “chrt”

manipulate real-time attributes of a process, the value is from 0 – 90 (highest priority)
Example-

LD_PRELOAD=libibmce.so taskset -c 2,3,4 chrt –r 90 ./app-name

Second,
For none real-time kernel, you may use the “nice”
Run COMMAND with an adjusted niceness, which affects process scheduling.

Nicenesses range from-20 (most favorable scheduling) to 19 (least favorable).

Example:

#LD_PRELOAD=libibmce.so taskset -c 2,3,4 nice --15 ./app-name

Best practices for prioritization is to test both of the above options and find what is yield the best performance,
Best Practices:
The following are best practices which you may consider before starting your tests,

Route-

Adding appropriate Multicast routing:

#route add -net 224.0.0.0 netmask 240.0.0.0 dev <ipoib interface> 
IGMP-
Voltaire IPR support IGMP version 2, you may check the IGMP version as follow:

cat /proc/sys/net/ipv4/conf/ib0/force_igmp_version
To enforce IGMP version=2 :

# echo 2 > /proc/sys/net/ipv4/conf/ib0/force_igmp_version
UMCAST-
If you do expect to receive multicast packets from the Ethernet to the InfiniBand fabric with VMA then you need to enable the user space IGMP support for your InfiniBand interface: 

# echo 1 > /sys/class/net/ib0/umcast 
MTU-

Infiniband host that requiere Ethernet connectivity should configured  the IPoIB  to MTU=1500 byte. IPoIB packet with larger MTU will dropped,
To verify-
# cat /sys/class/net/ib0/mtu
# 1500

To enforce-

# vi /etc/sysconfig/network-scripts/ifcfg-ibX
Edit MTU=1500
Debug-
Note- increasing the debug level may effect performance

For debug, use VMA_TRACELEVEL=3. Use VMA_TRACELEVEL=5 ONLY for debug/logs.

# VMA_LOG_FILE=/TMP_LOG.TXT
# VMA_TRACELEVEL=
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