OFA Board Meeting
Oct. 16, 2025
10am Pacific time
1. Roll Call: 
Board Members:
	Company
	Voting Contact
	17-Apr
	15-May
	26-Jun
	21-Aug
	18-Sep
	16-Oct
	Good Standing

	Fujitsu
	Jin Hase
	Y
	Y
	Y
	 
	 
	 
	Y

	HPE
	John Byrne
	Y
	Y
	Y
	Y
	Y
	 Y
	Y

	Huawei
	Steve Langridge
	Y
	Y
	Y
	 
	Y
	 Y
	Y

	IBM
	?
	Y
	Y
	Y
	 
	 
	 
	Y

	Intel
	Phil Cayton
	Y
	Y
	Y
	Y
	Y
	 Y
	Y

	LLNL
	Matt Leininger
	Y
	Y
	 
	 
	Y
	 
	Y

	Mellanox
	Gilad Shainer
	 
	 
	 
	 
	 
	 
	N

	Sandia
	Mike Aguilar
	Y
	Y
	Y
	Y
	Y
	 Y
	Y

	HPE[1]
	Doug Ledford
	Y
	Y
	Y
	Y
	Y
	 Y
	Y

	LLNL[2]
	Nathan Hanford
	 
	Y
	 
	Y
	Y
	 Y
	Y

	Red Hat[3]
	Korry Nguyen
	Y
	 
	 
	 
	 
	 Y
	N

	1 – Doug Ledford is a standing alternate for John Byrne
	
	
	

	2 – Nathan Hanford is a standing alternate for Matt Leininger
	
	
	

	3 – Korry Nguyen is the voting contact for IBM/Red Hat until IBM assigns a new voting member



Others:
Jim Ryan 
Paul Grun 

2. Opens, Agenda Bashing

3. Approve Board minutes from Sept. 18, 2025

· HPE motions to approve, Huawei seconds: Unanimously approved

4. Off-cadence Board meeting suggestion: move Nov. Board meeting to the first Thursday in December to avoid Thanksgiving the week after SC25 and to do a SC25 recap.  Also suggesting to cancel what would be the normal December Board meeting and reconvene in January.  We have broad support for doing this.

5. Working Group Updates

· MWG
5..1. Webinar #3 coming up – Exploring OFA Sunfish
5..1.1. Register here: https://www.openfabrics.org/ofa-newsletter/wp-admin/admin-ajax.php?action=tnptr&nltr=Mzg7NztodHRwczovL3d3dy5vcGVuZmFicmljcy5vcmcvd29ya3Nob3BzLWFuZC13ZWJpbmFycy1jYWxlbmRhcjs7ODkwNTc3YjEyODNhYTA5OWI4NWZmZGIwM2M4NDcwNGE%3D
5..1.2. Idea for webinar #5 – Do a panel discussion of RDMA and high performance networks for AI.  Potential companies all recently talking about RDMA and AI include: Oracle, Red Hat, HPE, Meta, maybe others
5..1.3. Idea for investigation – Bit error rates are running up against high speed networks in that error rates in 10-12 compared to how fast the networks are is causing bit errors to go from rare, to regular.  Maybe a discussion on how to deal with these types of issues.  Will there be telemetry items that might help with all of this, maybe a survey of state of the art means of dealing with this problem
5..1.4. Potentially hold a survey at SC25 with a signup list to judge whether enterprise customers and hyper scalers are as frustrated by fabric management being splintered at this time and would like to see vendors standardize on something like Redfish for the interface.  Potentially some signage to pull in people’s attention and get them to make their opinions on the subject now
5..1.5. Stretch goal – Single UI/Pane of Glass that can collect your network telemetry and present a unified view of the network and storage problems.  Basically an event management system for faults on the fabric
· OFMFWG
5..1. Working to get Sunfish integrated with Flux, focusing on getting NVMEoF into Sunfish so it can then go to Flux.  Aiming to have a working demo at SC25
1

