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Purpose

• Integrate with OFMF
– Understand what to provide for the integration

– Discuss the procedures of the integration

• Understand the system architecture and 

requirements
– Explain H3 CXL architecture

– Know how to integrate the OFMF



Architecture-- CXL 2.0 Memory Pooling and Sharing





Architecture-- Host, Fabric Box and GPU Chassis

Host adapter 1m CDFP 
cable

Memory 
Chassis

PCIe Gen5 x16

CXL 2.0 
fabric box

PCIe Gen5 x16



CXL Fabric Switch Solution



CXL Fabric Switch Solution



Hardware Specification 1 of Fabric Switch

Model Name Falcon F5016

mCPU Intel ATOM C3000 3758R

CXL Switch X-conn Apollo Switch (A1 version)

No. of Host
● Flexible host ports from 1 to 7 CDFP 

connectors for host

No. of Devices
● Flexible device ports from 8 to 14 CXL 

device slots



Hardware Specification 2 of Fabric Switch

Ethernet Ports
● RJ45 of mCPU for memory 

management

● RJ45 of BMC for chassis management

Connection 

Cables 
● 1m CDFP copper cable



CXL Memory Chassis



Block Diagram-- Key Components 
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H3 Hardware Fabric Manager (Native Transaction)



H3 Platform API



H3 Platform API



Current Development Status

• Working on the redfish API
– Will have the redfish API soon and need to discuss the 

expectation of the redfish API

• Questions
– Who will provide the OFMF server

– What is the fabric configuration

– How to integrate the the OFMF with existing CXL 

memory pooling solution



OFMF Service


